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In this work we demonstrate the use of a rigorous formalism for the extraction of state-to-state transition
functions as a way to study the kinetics of protein folding in the context of a Markov chain. The approach

is illustrated by its application to two different systems: a blocked alanine dipeptide in a vacuum and the
C-terminal-hairpin motif from protein G in water. The first system displays some of the desired features of
the approach, whereas the second illustrates some of the challenges that must be overcome to apply the
method to more complex biomolecular systems. For both example systems, Boltzmann weighted conformations
produced by a replica exchange Monte Carlo procedure were used as starting states for kinetic trajectories.
The alanine dipeptide displays Markovian behavior in a state space defined with resgeep ttorsion

angles. In contrast, Markovian behavior was not observed fg8-theirpin in a state space where all possible
native hydrogen bonding patterns were resolved. This may be due to our choice of state definitions or sampling
limitations. Furthermore, the use of different criteria for hydrogen bonding results in the apparent observation
of different mechanisms from the same underlying data: one set of criteria indicate a zipping type of process,
but another indicates more of a collapse followed by almost simultaneous formation of a large humber of
contacts. Analysis of long-lived states observed during the simulations gftthépin suggests that important
aspects of the folding process that are not captured by order parameters in common use include the formation

of non-native hydrogen bonds and the degree and nature of salt bridge formation.

1. Introduction issues about the exact folding pathway and mechanism of this

An understanding of the mechanisms by which proteins fold peptide. For. example, do native hydroggn bonds form S'mL.“'
would have wide utility in many areas, ranging from the taneously with, before_, or aftgrthe formathn of a hydrophobic
development of effective treatments for protein folding related COr® made up of the side chains of four residues, two from each

diseases to exploitation of the underlying principles of folding Strand? Do helical structures play any role as precursors in the
to facilitate industrial nanotechnology. The study of protein folding process? Different simulation methods and force fields

folding has three aspects: thermodynamics, kinetics, andnave vielded different results. A recent papdras proposed

structure prediction. In this work we apply an approach that @n additional mechanism that involves the formation and

was introduced in a companion papfor characterizing some ~ breaking of non-native hydrogen bonds through a reptation type

aspects of protein folding kinetics to two example systems: an Of motion.

alanine dipeptide and the folding of a small peptide, the  Most simulation studies have addressed the thermodynamics

C-terminal8-hairpin motif from protein G. and pathways of folding rather than the kinetics of the folding
The alanine dipeptide is of interest because it is an example process. Notable exceptions include the work of SRbwhich

of a simple biomolecular system that exhibits multiple stable addresses the issue with large numbers of independent and short

conformational states. It provides a clear example of the method simulations performed on a distributed computing platform, and

we are proposing for modeling conformational kinetics. more recent work by Bolhui® where transition path sampling
Many believe that the first step to understanding the folding techniques were applied and folding rates very close to

of Complex proteinS is to fU”y characterize the foldlng of thelr experimenta”y observed ones were Computed_

smallest structures, helices, and sheets. The hairpin motif, a A number of trends are increasing the amount of computa-

C?Q:Si(r)]nsetmcct)lzrzg-zhez;erttlicljlz:ﬁevfeflI'EZteujiIij\l/ees;tsi?)Ir?rgfeatiz iosf tional resource available for protein folding simulations. These
P > AP Y . include improved software that can efficiently exploit parallel-
the S-hairpin motif from protein G, which has become known . _~ -, - . -

ism 24 special purpose hardware to support biomolecular simula-

as the “hydrogen atom of protein folding. It has been tion,2> and the development of new computational approaches
extensively studied experimentaiy an a variety of ’ . . o .
y P d by anety o that can exploit parallelism across distributed computational

theoretical and computational modé&t2° There are still open . .
P P resourceg52° The IBM BlueGene project?—32 to build a

* Part of the special issue “Hans C. Andersen Festschrift”. massively parallel computer to investigate biomolecular pro-
*To whom correspondence should be addressed. cesses such as protein folding, is expected to systematically
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study a variety of peptide and small protein systems. All of functions. Formally, both of these types of functions are averages
these trends will result in the production of large numbers of over canonical ensembles of information that is derived from
peptide trajectories. Obtaining large numbers of independentenergy conserving (microcanonical) trajectories.

trajectories is not only a very effective way to use parallel  Suppose we havd Boltzmann weighted starting states from
computing technologies, it is required for statistically meaningful which microcanonical trajectorieg(t), m= 1, ...,M, have been
and reproducible results. Because of this move to more computed for times fromt = 0 tot = T, From these we can
comprehensive simulations, new and automatable analysisestimate the time correlation function between indicator func-
procedures that can be applied consistently to data fromtionsi andj, Cij(7):

simulations of a variety of protein systems need to be developed

and validated. Ci(r) = EQ(I)(X(‘L')) QU)(X(O))D (2)
We have developed an approachat we feel can support !

the interpretation of molecular dynamics trajectories toward the fdx(O) efﬁH(x(O))Q(i)(X( ) Q(j)(x(o))

understanding of peptide folding thermodynamics and kinetics - 3)

in the context of Markov modeling. The point of the approach fdx g PHK

is to produceransition functionsbased on observations of the

trajectories. From these transition functions one can construct 1M 1 Tot

~ —

a set of transition matrices whose properties can be examined L dt Q(I)(Xm(hLT)) 9“)(xm(t)) (4)
in a way to determine whether they are appropriate to be used
in a Markov description of the process. This approach has been
described in a Companion paﬂ.em this paper we will app|y WhereH(X) is the Hamiltonianﬁ = 1/kT, k is the Boltzmann

the methodology to describe the kinetics of two peptide systems constant and’ is the temperature. Similarly, we can compute

as an illustration of its use, potential effectiveness, and possiblethe probability of finding the system in a microstate that is

T M&ET, -7

|imitations that must be overcome. COI"ISiStem Wlth some pal’tlcu|ar macrost'ﬂte

For the approach to work, one needs to define an appropriate
state space, and this can be a major challéngespite the _ fdx e PHOQ0 ()
difficulties, a Markov analysisjf it can be shown to be pi) — (5)
appropriate has many attractive features. First, it provides a f dx e PH®
concise way to represent information derived from many MD "
trajectories. Second, each of these trajectories can, in principle, - i 1 fT"Hdt QO(x (1) ©6)
be much shorter than the time for the protein to evolve from an M n; T — /0 X

m

extended state to a fully folded state, and can be performed
independently using grid, distributed or parallel computing. And,

third, extrapolation of the short time behavior to long times can

provide information about folding rates and mechanisms that follows:
can be compared with experimental observations. There are

The transition functionsT;(r), are defined and computed as

certainly issue¥ regarding such extrapolations of long time Jax(0) e XD QOx(2)) QU (x(0))
behavior from many short simulations, and these have been Ti(@) = .
discussed in detail in the companion paper. fdx e PH Q(J)(x)
The structure of this paper is as follows. In section 2 we very n
briefly summarize key formulas that were derived in the ZCU(T)/P (8)

companion paper. In Section 3, we describe the alanine dipeptide

molecular system and the application of our method to the study Transition functions give theonditionalprobability of finding
its kinetics. In section 4, we describe tBehairpin molecular the system in macrostafeat one time, given that it was in
system and the application of our method to the study of its macrostatg at some timer earlier. We will often refer to the
kinetics. Section 5 is a summary of our findings and a discussion argument of a correlation or transition function as ldmptime,

of future directions. because it refers to some time period wait before character-
izing the system, after having seen the system to be in some
2. Theory condition at time zero.

A microstateis a specification of the coordinates and We will also be interested in computing the observed lifetime

momenta of a system. For afparticle system, there areN3 distributions for various states. Consider a “counting” function
coordinate and I8 momentum components. For this discussion Of X, K{(x7), that is unity only if microstate is in statei at
we will represent a microstate aswith the understanding that ~ timest =0, 7, 2r, ..., { — 1)z, and isnotin statei at timet =
this is a @N-component vector. Lz. Using the Boltzmann weighted starting states described
We definemacrostatess collections of microstates that have above we estimatek’(x;z)Owith the following®5

some attribute in common. Formally, we can define a set of
indicator functions 20(x), which allow us to classify micro- (KO (x;7) = R(x(0)) Q¥ (x(z)) QV(x(27)) ... )
states as to which macrostate they belong. _ _

x QUL — 1)) (1 - QLT (10)

i 1 if microstatex is in macrostate
Q(I)(X) = {O if not (1)

Of fundamental interest in this work is the computation of
transition matrices that describe the temporal evolution of the
system. The transition matrices are computed from transition The thermally accessible fraction of phase space in macrostate
functions and time correlation functions of the indicator i that survives fol. consecutive occurrences at tintes 0, z,

1YL g
- ZT— "t KOO, (0):7) (11)
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..., L — 1)z before leaving statéis given by the following:

Jax(0) 7 Q0(x(0)) K (x(0);7)

KO(cr) 0=
S [dx(0) € OIQ0(x(0))

= K (x7)2P" (13)

psi

The significance of this is that the set B[] for different
values ofL provides a normalized distribution of lifetimes for
microstates originating in macrostateThe mean lifetime of
microstates in macrostatéds given by

LY = ZL[KE’Q (14)
=

-150 -100 =50 o
phi

This lifetime is measured in units of ) ) . ) .
An important aspect of these equations is that they produce Figure 1.L_Free energy surface for the alanine d'pipkfl'_de system in a
g L - . vacuum. Lines represent constant energy contours of kT at a temperature
!|fet|me| dlstrlgyt;lons thlat a(;e paLametr!cz(ajII)l; dependent on a tl_me of 500 K. The straight lines represent the boundaries of the macrostates

interval, 7, which is related to the period between consecutive |,qaq in this study. Horizontal boundary lines arepat 0° andy =

observations. —110. The vertical boundary line is gt= 0°. Boundary vertexes are
The key results of this section are the expressions for the at (p = 18, y = 0°), (¢ = 100, y = +£1807), (p = —75°, y =
Boltzmann weighted macrostate probabiliti®é) (eq 6), cor- +180), (¢ = —34.1666, y = —11C), and ¢ = 131.111%, y =
relation functionsC;(7) (eq 4), transition functionsT;(z) (eq —110). The corners of the graph are in macrostate 1, _th_e basin near
. A 0 (¢ = —75°,p = 90°) is in state 2, ¢ = —15C°, y = —75°) is in state
8), and the lifetime distributionsK;’ll(eq 13), evaluated from 3 (6 = —50°, y = —50°) is in state 4, and the basin negr € 60°
egs 11 and 6. o B ¥ = —75) is in state 5.
The Boltzmann weighting is actually facilitated by use of a
scheme referred to in the companion papes theselection The second phase of the calculation involved using the

cell method. Because regions of phase space that are importango|tzmann weighted states from the replica-exchange simula-
to kinetic processes, such as those near transition states, mighfions at 500 K as starting states for the kinetic simulations.

be very rarely observed even in long canonical molecular simylations from all 10 000 starting states were performed; no
dynamics or Monte Carlo simulations, it is important to be able attempt was made to bias the selection of starting states from
to enhance our sampling in these regions by selecting moretne replica-exchange data. Each kinetic simulation was 100 ps
starting states from them for microcanonical simulations. This j, length and coordinates were saved every 0.5 ps.

allows for Fhe more preqise computation of transition functions  gmall isolated molecular systems exhibit periodic and quasi-
that describe evolution in to and out of macrostates near theseperiodic dynamics that are not usually observed in the liquid

regions of phase space. If the sta_rtin_g sFates are _chqsen from Phase®® The effects of isolation and of various degrees of
set that represents a Boltzmann Q|str|but|c_)n, the bias introducedipermal coupling on the rates of conformational change have
by enhanced sampling near putative transition states would upseheen extensively studied. However, because the primary motiva-
the Boltzmann weighting. The selection cell method corrects tjon here is to illustrate a method meant to be appropriate for
for th.IS bias and_ still allgws us to improve precision in transition e study of relatively slow molecular conformational changes
functions associated with rarely sampled regions of phase spacej, golvent, where periodic motion is not expected, all atomic
. . . velocities in the molecule were reassigned from the 500 K

3. Alanine Dipeptide Boltzmann distribution every picosecond to crudely approximate

3.1. Simulation Methods. The blocked alanine dipeptide the presence of a solvent bath. Relative to a single isolated
(ACE-ALA-NME) in vacuo was simulated using the AMBER  molecule this will clearly have a profound effect on the kinetic
6.0° simulation package with the parm96 parameterfsét. behavior of this molecular system. And although our kinetic
nonbonded cutoff was not used. SHARRvas used to constrain  results will depend to a great degree on our choice of velocity
all bonds to their equilibrium lengths with a tolerance of10 reassignment period, this approach serves well to illustrate the
A. Center-of-mass momentum was removed any time velocities methodology.
were reassigned. 3.2. Analysis and ResultsOur data set therefore consists

The simulations were carried out in two phases. In the first of 200 regularly spaced conformations from each of 10 000
phase, replica-exchange molecular dynarfié8simulations at simulations of 100 psp, v, and6 torsion angles were calculated
nine temperatures (evenly spaced from 300 to 700 K) were for each saved conformation. Because the conformations are
carried out for a total of 100 ns per replica with exchange Boltzmann distributed, the observed distributiorpefy angles
attempts every 10 ps. Acceptance ratios for exchange movescan be used to a construct free enegy surface in these parameters.
ranged from 68 to 86%. Velocities were randomly reassigned The main features of this surface are two basins corresponding
from a Maxwel~Boltzmann distribution at the appropriate to conformations usually designat€gky, andCay. This is shown
temperature every 2 g$.At each temperature, conformations in Figure 1.
were saved every 10 ps, yielding 10 000 starting states for Earlier work on studies of the alanine dipeptide in a vacuum
subsequent kinetic simulations. At 500 K, these 10 000 starting and in solution has suggested that they torsional degrees
states populate all five of the macrostates used for the subsequertf freedom may not be sufficient for characterizing the dynamics
kinetic analysisg¢, v, and 6*2 torsion angles were calculated of this molecule. That work suggests that for the system in a
for each saved conformation. vacuum, a different torsional angle must be considered, at least
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TABLE 1: Fractional Populations at 500 K for the 0.20 :
Macrostates Used for the Alanine Dipeptide Conformation3 0.15 A ] D | 0006
Fractional Population 0.10 - '
state repex kinetics T(0.5ps) T(5.0ps) T(25ps) 0.05 - 1
1 0.5733  0.5742 0.5768 0.5774 0.5776 0.00 0 100 200004
2 0.4087 0.4081 0.4096 0.4100 0.4092 0.50 . 0.125
3 0.0011 0.0009 0.0009 0.0009 0.0008 0.40 E
4 0.0010 0.0010 0.0010 0.0010 0.0010 :;‘ 0.30 | - 10100
5 0.0159 0.0158 0.0118 0.0108 0.0114 § 0.20 ’
aThe populations were produced from the replica exchange simula- 3 g'gg ) 0.075
tions (RepEx), the kinetic simulations (Kinetics), and from the ’ 0 5 10
eigenvector with unit eigenvalue of transition matrixes constructed with 0.80 ' ' 0.25
lag times of 0.5, 5.0, and 25 ps. 0.60 F
0.40 *\L&L&\\ﬁ
for transitions between th€7.q and C, conformations. This 0.20 ~
angle was labeled, the O-C—N—C, angle about a peptide 0.00 . . 015
’ 0 2 4 )

bond. When considered with it gave a very sharply defined
transition state ensemble for tligeto Cax transition region in
0—¢ space. The point was that one would not be able to

lifetime (lag units)

Figure 2. Lifetime distributions for macrostate 1 (left three panels)

. . . . and macrostate 5 (right three panels), using three different lag times of
accurately describe dynamics with stochastic models that 0.5 (top), 10 (middle), and 20 (bottom) ps, corresponding to lag times

considered projections of phase space onto ¢hand v of 1, 20, and 40 sample periods. The lifetime distributions are in terms
dimensions. However, we have not been able to confirm this of |lag time. The dashed lines on the left three panels show the
point with our simulations. We have studied the-y free distribution expected for a true Markov process with the same mean
energy surfaces our simulations generate as a functiéraofi lifetime. The .daSh(_Bd _Iine_s on the right are exponential fits to the
do not see the features that work would suggest. In fact, our oPserved lifetime distribution for macrostate S.
¢— free energy surfaces appear symmetric abauvalue of o )
0° near the transition state region betwe®g, andCy,. There each of the observed dlstr_lbutlor)s with ones that unld_ be
are other important differences in our results. The locations of Produced by a Markov chain having the same mean lifetime.
our free energy minima do not exactly coincide with the Because lifetime d|§tr|butlon§ depend on the time interval
locations of the energy minima reported in this eariler work. Petween samples, this comparison was done at various temporal
Some, if not all, of these differences might be explained by the resolutions. This was done by using valuesroh eq 11 that
fact that our simulations were performed at 500 K, whereas thoseWere different multiplesiiag, of the underlying sampling period
of the earlier work were at 300 K. More importantly, the earlier ©f 0.5 ps, which has the effect of computing lifetimes based on
work employed a different parameter set for the AMBER force data sampled at different intervals.
field, the parm94 parameter $étversus our parm96 parameter Representative lifetime distributions for macrostates 1 and 5
set. These force fields differ considerably in the valuegof are shown in Figure 2. Along with the observed lifetime
and1y torsional energy parameters and could well explain the distributions for macrostate 1 the left side of the figure shows
differences we see. Consequently, we have chosen to partitionthe distribution expected from a true Markov chain with the
our state space using tige-y torsional parameters. same mean lifetime. Macrostates-2 show behavior very
On the basis of the topology of the free energy surface, five Similar to that of macrostate 1, suggesting that the behavior of
macrostates were defined with boundaries near transition regionghese states is consistent with that of a Markov chain. The right
in theg¢—1y parameters. States 1 and 2 span the regions of lowestside of the figure also shows the observed lifetime distribution
free energy, usually designat@e, and state 5 spans a high for macrostate 5. Relative to the other states, macrostate 5 was
energy local minimum usually designat€g,. very long-lived, with lifetimes that appear to be comparable to
Using this state space definition, each conformation of each or greater than the 100 ps kinetics simulations. Because the
trajectory can be assigned a macrostate index. Consequenﬂygistribution of lifetimes we observe for this state is limited to
each of the trajectories is represented as a time-ordered strindifetimes of 100 ps or less, at which the distribution is still
of macrostates, e.g., ...,4,4,5,4,5,3,3,.... From these it is trivial nNonzero, it is inappropriate to compute a mean lifetime from
to obtain the function®2®(t), at multiples of the sampling  these data for the purposes of comparison with a true Markov
period. This is represented as a sequence of ones and zeroghain. Rather, for this state, we show an exponential fit to the
indicating whether the state of the trajectory is in statenot, observed data (aR values greater than 0.99).
where i is a macrostate index. For exampl@G(t) = The trajectory data were also used to compute Boltzmann
..,0,0,0,0,0,1,1,...Q™(¢) = ..,1,1,0,1,0,0,0,....Q0(t) = weighted transition functions and matrices. For a system that
..,0,0,1,0,1,0,0,.... These functions are then used with eqgs 4, 6js to be characterized witM macrostates, there will b&12
and 11 to produce Boltzmann weighted macrostate populations,correlation functions to be computed using eq 4, and, when these
correlation functions, and lifetime distributions. are normalized by use of the macrostate probabilities computed
Equilibrium populations for the five states are shown in Table using eq 6, one obtains an equal number of transition functions.
1. This table also shows the degree of consistency observedThese functions were evaluated at discrete times, namely
between the populations of conformations produced from the multiples of the sampling period atamp= 0.5 ps, from zero
replica exchange simulations, those produced during the kineticup to approximately 10€.mp or 50 ps. These functions have a
simulations, and those implied from various transition matrices. simple characteristic look. Diagonal transition functiohg}),
Boltzmann weighted lifetime distributions for each macrostate represent the probability of finding the system in some mac-
were computed from the simulation data using eq 11. Of rostate given that it was observed to be in the same state some
fundamental interest is the degree to which these distributionstime t earlier. These generally show a smooth decline from a
are consistent with those of a true Markov chain. We compared value of unity. At infinite time, they would be expected to decay
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TABLE 2: Transition Matrices for the Alanine Dipeptide at 1.0 :
Three Different Lag Times
0.8433 0.2196 0.3761 0.1279 0.0405 i
0.1559 0.7786 0.1094 0.7046 0.00p2 0.8 .
T(0.5 ps)=0.0006 0.0002 0.4861 0.0203 0.00pP1
0.0002 0.0016 0.0261 0.1430 0.0003 f'
0.0000 0.0000 0.0022 0.0042 0.9989 g 0.6 t"' E
0.5878 0.5781 0.5757 0.6076 0.0083 2 '||‘.
0.4102 0.4199 0.4159 0.3878 0.0086 :;J-’v “‘\
T(10 ps)=10.0008 0.0009 0.0036 0.0000 0.00P3 04r \\\ i
0.0010 0.0009 0.0024 0.0006 0.0003 TN
0.0002 0.0002 0.0024 0.0040 0.9425 o2 ‘\\ \\
0.5836 0.5843 0.5802 0.5595 0.01|76 ' ‘\ ‘\
0.4142 0.4135 0.4106 0.4347 0.0163 \:\\ ‘\\
T(20 ps)=|0.0008 0.0009 0.0033 0.0006 0.00p8 00 N el
0.0010 0.0010 0.0020 0.0013 0.0003 0.0 ﬁn:g-(%s) 20.0

0.0004 0.0004 0.0039 0.0039 0.9450
Figure 3. Four nonunity eigenvalues of the alanine dipeptide transition

) . matrices that correspond to various amounts of temporal evolution.
to the steady-state population for the state. The off-diagonal

transition functionsTj(t), represent the probability of finding 600 T
the system in some macrostatgiven that it was observed to

be in some statpsome timet earlier. These generally show a 850 1
rise from zero to the steady-state population of state 500 -
From theM?2 transition functions computed at discrete lag
times, one may construct transition matrices. There iMax 450 L
M transition matrix for each time at which the transition A

functions were computed. For the matrix associated with any &
choice of lag timef = Niagtsamp €ach column sums to unity. g 5 .
The elements of columpdescribe the probability of observing =~
the system to be in stategiven that it was in statpat timet
earlier. Thus, the matrix can be thought of as characterizing
the evolution of the system by a particular time incremert,
NagTsamp REpPresentative transition matrices are shown in Table
2 for lag times of 0.5, 10, and 20 ps.

The transition matrices that correspond to different degrees 0 ,

; ; 0.0 20.0

of observed temporal evolution have many of the properties of fime (ps)
a Markov trans_ltlon malrix. In pa_rtICl_JIar they_can be dlagon_al- Figure 4. Time scales implied for the alanine dipeptide by eigenvalues
ized and the e'genvalues can give information about the time of the observed transition matrices corresponding to various amounts
scales over which the system changes state. Processes thgf temporal evolution.
strictly exhibit detailed balance will produce transition matrices
with real eigenvalues. In our simulations, even with a time jmplies a time scale of approximately 550 ps for the slowest

reversible dynamical integration algorithm, detailed balance is re|axation process in this system. Examination of the eigenvector
not strictly observed in the space of macrostates due to the finite 5sgociated with this slow process indicates that it involves

duration of oursimulatiops. Therefore, the eigenvalue SpeCt_r,umtransitions to and from state 5. The lower panel shows the
produced from our transition matrices, though real and positive popavior associated with the other three eigenvalues, which
for most lag times, is occ_asmnally_con_]plex. The real part of correspond to the fastest processes in the system. The largest
the glgepvalue spectrum Is shown |r.1.F|gure 3 asa functlon of of these shows a rise to a plateau of about 2 ps at lag times of
the time index of the associated transition matrix. If the evolution about 10 ps. The two fastest processes have times of 0.5 ps or
Sess. Processes with characteristic times that are comparable to
or less than the 0.5 ps sampling period cannot be described. A
interesting feature of these graphs is the slow and approximately
linear rise after the plateau is reached. This occurs at lag times
eigenvaluey, is given byzeax = —t/In u. This function of the of about 10 ps for the fast time scales and after about 20 ps for

eigenvalues less than unity for each of the observed transitiont® SIow time scales. This feature is also observed when we
matrices is shown in Figure 4. If the system could be described @nalyze true Markov processes and is affected by the number
as a Markov chain, this function would be constant. The feature @nd length of simulations used in the analysis.

to notice about these graphs is that the functions exhibit a rise  The central result of this section is that the analysis of the
at short times, corresponding to non-Markovian behavior, and alanine dipeptide system reveals roughly Markovian behavior
then reach a plateau at longer times where they may beon a 10-20 ps time scale, that the slowest relaxation processes
considerecapproximatelyMarkovian. The upper panel in the occur on a time scale of approximately 550 ps, and that this
figure shows the behavior of the time scale associated with theinformation can be obtained from the analysis of many
largest nonunity eigenvalue as a function of lag time. This simulations that are significantly shorter than this time.

curves exhibit simple exponential decay.

For a Markov chain characterized by some transition matrix,
T(t), that propagates the system by a time intetydhe time
scale for exponential relaxation implied by any particular
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4. B-Hairpin System values using SHAKE and RATTLE*® with a tolerance of 10

A. After minimization, the particle mesh Ewald (PME) tech-
L . . e . nique*® was used to treat all long-ranged electrostatic interac-
modynamic simulations of the C-termir&hairpin from protein tions. The solvent was equilibrated by six successive runs of

G in_expliqit Water_carried out by Z_hou et #lprovided the . canonical (NVT) molecular dynamics of 5 ps each where the
starting point for this work. The equilibration protocol, protein target temperature was 60, 110, 160, 210, 260, and 310 K
1 - i 6 X ) 1 ) ) 1 ’
system, and force .f|eld (OPLS A".E‘W'th SPC*® water) are all respectively. Both Anderséhand Berendséfithermostats were
identical to that prior work, allowing us to use the thermody- used. For the former, velocities were reassigned from the
namic data as a basis for our kinetic simulations. The replica- appropriate MaxweHB’oItzmann distribution every 100 time

ﬁxcthange o]I‘ata a:_SlO I?tihncludetqlda tc;\tal of 1|9 0?28%05;6,[ﬂu"i' steps. A coupling constant of 0.01Psvas used for the latter.
ration conformations ot the peptide. A sample o orthese During this solvent equilibration phase all of the protein atoms

cqnformatpns were Sele.Cte.d as the gtartmg conformatlpns forwere constrained to their initial positions. The protein, ions, and
mllcroganonlc?l (NVE) klrf1et|c srllmulatllc_)ns. Insrfead ogsmplyh nearest 1660 water molecules were retained for the next phase
Eﬁi?::::g fggag?lz?atl\?vgfchrmljl de r:;:%car-ggscsgg; coeitrzcvt\lm of the calculation and the excess water molecules were
Boltzmar?n weightye'd sample of kineticspruns by constructio):\ dis_carpled, though the original box_dimensions were retained.
we deliberately biased the sampling toward regions of confor’- Th!s yielded a total of 5239 atoms in each pro_ductlon system.
This second system was reequilibrated using an identical

mational space that we suspected were potential transition State?nolecular dynamics protocol to the one described above, except

or bpttlenecks In the folding free energy landscape. that in this phase the solute atoms were not constrained. The
First, a range of order parameters were calculated for eachyqitions and velocities of the final conformation of this

peptide conformation in the replica-exchange data set. Thesegjjibration phase were directly used as the initial conditions

included the properties calculated in the previous work, such ¢ o production microcanonical (NVE) simulation

as the radius of gyratiorR(), the number of native hydrogen i : . . . ) )

bonds based on distance and angle criteria (HBcount), and the Production mlcgocanomcal (NVE) simulations were run using
the Blue Mattef? program package, a parallel molecular

fraction of native contactsf, as well as a range of new order dvnamics aoolication specificallv desianed for the IBM Blue

parameters including th¢ andy angles for each residue in Gy és' pprl] It i P h“d y b'% hich o b u d

the peptide, the distances corresponding to native and non-native ene-research prototype hardware but which can aiso be use
n standard commercially available computer hardware. Mi-

salt bridges, and the van der Waals contacts between the cor ) . ; " .

hydrophobic residues (Tyr6-Phe13, Trp4-Phel3, and Trp4- cr_ocanonlcal NVE simulations used a velocity Védattegrator

Val15). Selection criteria were then expressed in terms of theseW'th a 1.0fs tme step. No temperature or pressure con_trol was
used, and the total energy drift averaged over all 287 trajectories

properties, definingelection cellsh conformational space. All 7 S
of the 310 K replica-exchange conformations that fell into a was_0.0002 keal _moll ps ™, with astqndar_d dev!atlo_n of0.000?_.
If this energy drift were to go entirely into kinetic energy, it

particular selection cell were recorded, and—20 of these Id q drift of | har210
conformations were randomly selected as the starting points forWould correspond to a temperature drit of less than1.

NVE runs. A total of 26 different selection cells were used, _ All bonds to hydrogen were constrained using SHAK&nd
and approximate|y 1620 conformations were drawn from each RATTLE#*8 with a tolerance of 10° A Electrostatic interactions

to yield a total of 287 starting states for kinetic trajectories. Were again treated with the particle mesh Evi@klgorithm.
The criteria used for each selection cell differ, as well as their An atom-based switch function was used to truncate smoothly
s’[ringency—some “cells” include all of phase space by construc- both the Lennard-Jones pOtentia' and the direct Space term of
tion, whereas others only had a few (280) representatives in  the Ewald potential over a range from 9 to 10 A. The PME
the replica-exchange data. The detailed criteria defining eachreciprocal space calculation used a grid spacing of 0.5 A with
selection cell are reported in Supporting Information. Initially, @ fourth-order interpolation. The force arising from the reciprocal
these criteria were used to bias sampling toward regions of thespace potential was calculated analytically rather than by
2D energy landscapes (HBcount Rs, p vs Ry) where there interpolation. Coordinates were sampled every 0.25 ps from each
appeared to be transition states or bottlenecks. Later, thesimulation. In general, each simulation was run for 0.5 ns, with
selection cells were used to sample more heavily in regions of Some slight variation. This yielded a total of approximately 0.12
phase space that might be near the transition state for formatiorus of kinetic simulation, producing over 500 000 conformations
of the hairpin turn or the first critical native hydrogen bond. broadly distributed across the folding landscape of the hairpin
This deliberately biased sampling of the starting points for the peptide.
NVE trajectories produces a non-Boltzmann sample that was A number of different order parameters were calculated for
subsequently corrected to a 310 K Boltzmann distribution each conformation from the 287 NVE simulations. For this
through the selection cell formalism described in the companion work, we focused on one measure of overall collapse, the radius
paper. All reported averages, whether of kinetic or thermody- of gyratior?? of the core residues((core)), and on four different
namic properties from these simulations, are the appropriately measures of hydrogen bond formation for the six native
Boltzmann weighted averages for the ensemble of interest.  hydrogen bonds. The various hydrogen bond metrics differed
The IMPACT program packadéwas used to solvate and in their functional form and in the strictness of their hydrogen
equilibrate each selected conformation prior to production bond definition. The most permissive metric was based on a
microcanonical (NVE) simulation. The peptide was solvated by simple measurement of the distance from the donor hydrogen
1800 SP@8 water molecules in a 38 A box, along with three to the acceptor atom. Histograms of these sorts of distances
sodium counterions to make the entire solvated system electri-from the original replica-exchange data showed multimodal
cally neutral. Five hundred steps of conjugate gradient mini- distributions with a major peak near 2.5 A (corresponding to
mization were performed using a finite ranged potential with a the hydrogen-bonded state) and a minimum between 5 and 6
9 A cutoff. Throughout the equilibration, a molecule-based A.In some cases a second peak aroune-8.8 A was observed,
cutoff was used for the solvent and an atom-based cutoff for which appeared to correspond to the presence of a bridging water
the solute. Also, all bonds were constrained to their equilibrium between the two groups (data not shown). Therefore, one

4.1. Simulation Methods. The replica-exchang&° ther-
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andRy(core)> 9.5, denoted S (small), M (medium), L (large),
and E (extended), repectively. Those with hydrogen bond status
Q 000001 and 000010 were each further divided into two sets:
Ry(core) = 5.25 andRy(core)> 5.25, denoted S (small) and M
(medium), respectively. These boundaries are near minima in
the Ry(core) probability distributions observed for each of the
three hydrogen bond patterns for each of the four different
definitions of hydrogen bond status. This resulted in 69 states.

¥
s & @ E E E % However, from observation of trajectories, it was noted that for
q.“ & / states with any hydrogen bonding, the bond nearest the turn
was transient, frequently forming and breaking with very short

lifetimes. This was true even for conformations that were
otherwise fully hydrogen bonded. Therefore, except for those
@ with hydrogen bond patterns 000000, 000001, 000010 and
000011, all other hydrogen bond states were combined in pairs
without regard to the status of the hydrogen bond near the turn.
] ) o ) This means, for example, that a new state was formed from
Figure 5. Representation of the nativelike conformation of the jnc|ding all conformations that would be characterized as either

p-hairpin. Hydrogen bonds are indicated as cylinders with stripes, the . .
diameter of the cylinder giving an indication of the strength of the 000110 or 000111 into a state denoted 00011X, X meaning that

hydrogen bond. Counterions are represented as spheres. In this worklydrogen bond can be either formed or not. This combining

we are primarily concerned with the rightmost six native hydrogen Process reduced the number of states by 30, from 69 to 39.

bonds in the figure. In our notation, the hydrogen bonding pattern for  Next, each conformation from each trajectory was classified

this conformation would be indicated as 111111. The eftmost hydrogen i respect to these 39 states. This was done using each of the

bond in the figure is weak and transient because of the orientation of - ; .

residues in the turn. four de_f|n|t|on$_for_the_ existence of a native hydrogen bond.
After this classification it was noted that there were several states

hydrogen bond metric, denoted DAS.5, was based on a distanceVith extremely low populations, e.g., less than 200 observations
of 5.5 A for the donor hydrogen to the acceptor atom. A second out of over half a million conformations. The nature and number
geometrically based measure of hydrogen bond formation, Of these states depended on the choice of hydrogen bond
denoted GEOM, used the common distance and angle base efinition. It was felt that for transitions involving these
criteria. For this, a hydrogen bond was counted as formed if infrequently observed states, insufficient data existed for a very
the donor—accep'éordistance was less than 4.0 A and the denor  Precise characterization of their associated transition prob-
hydrogen-acceptor angle was greater than 12lhe final two abilities, so these states were considered for lumping with other
metrics both used the DSSP energetic criterion for hydrogen States. The decision to lump or not, and with which other state
bond formatiorf3 but with either a permissive<(—0.5 DSSP the lumping should be done, involved examination of trajectory
energy units) or a restrictive<(—1.5) threshold. These were information to see what other state(s) occurred immediately
denoted DSSP0.5 and DSSP1.5, respectively. For each of threfore and after the infrequently observed states. These are the
four definitions, the presence or absence of the six native states that are kinetically accessible in a short period of time (a

hydrogen bonds was determined for every peptide conformation. Single sampling period) to the infrequently observed one. In
4.2. Analysis and ResultsStates for the transition matrix ~MOSt cases there was a single such state, and it differed from

analysis were chosen in a way that we hoped would allow the infrequent state by the addition or removal of one hydrogen
extraction of information about the temporal order in which bond. These wo macrostates were merged, meaning that the
native hydrogen bonds were formed, as well as the overall time macrostate spanning the less frequently observed region of phase
scale for the process of collapse and native structure formation. SPace was deleted and the more frequently observed macrostate
States were defined with respect to two order parameters: radiusV@S redefined as spanning both regions of phase space. For
of gyration3? Ry(core), and the hydrogen bond status (i.e., either €Xample, in schemes DSSPO.5 and GEOM, the very rare states
hydrogen bonded or not) of each of the six residue pairs that 11010X and 11100X were both kinetically accessible to the
are hydrogen bonded in the fully folded conformation (Figure More prevalent state 11110X, so the these three states were
5). This status can be indicated by an ordered string of six merged into a single macrostate that would be mo_llcated as
characters, each of which is eitha 1 if the residue pair is ~ 11110X. In some cases, however, there were multiple states
hydrogen bonded, or a zero if the residue pair is not. The first that were kinetically accessible to a rare one, and the infre-
character of the string represents the status of the residue paifluéntly observed state appeared to be serving as a transitioning
closest to the termini of the strand; the last character representsState between two or more states with larger populations. In
the status of the pair closest to the turn of the native state. Thus,these cases, the merge was not done. This process resulted in
000000 represents the set of conformations with no native different sets of states for each of the four choices of hydrogen
hydrogen bonds formed, 111111 represents the set of conformaPond definition. Following this procedure and using the DAS.5
tions with all six formed, and 000001 represents the set of hydrogen bonding crition resulted in 22 states, using the GEOM

conformations with a single native hydrogen bond formed, the criterion resulted in 25 states, and using the DSSP0.5 and
one closest to the turn. This characterization result$ in 84 DSSPL1.5 criteria resulted in 25 and 35 states, respectively. This

possible hydrogen bond states. In our data set, the mostProcess produced the macrostates used for the remainder of the

popu|ated states were those with a hydrogen bond status Ofa-.nalysis. These states are described in the Supporting Informa-
000000, 000001, or 000010. These states were further subdi-lion.

vided on the basis dRy(core) values. The conformations with Using one of the hydrogen bond definition criteria, the
hydrogen bond status 000000 were divided into four sets: resulting hydrogen bond patterRRy(core), and the lumping
Ry(core) < 5.25, 5.25< Ry(core) < 7.5, 7.5< Ry(core) < 9.5, process, each conformation of each trajectory can be assigned
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TABLE 3: Macrostates Developed for Each of the Hydrogen Bond Definitions Used (Denoted DSSPO0.5, DSSP1.5, DA5.5, and
GEOM)2

DSSP0.5 DSSP1.5 DA5.5 GEOM
desc Boltz(obs) desc Boltz(obs) desc Boltz(obs) desc Boltz(obs)
1 000000E 0.03(0.14) 000000E 0.03(0.14) 000000E 0.03(0.14) 000000E 0.03(0.14)
2 000000L 0.02(0.14) 000000L 0.02(0.14) 000000L 0.02(0.13) 000000L 0.02(0.14)
3 000000M 0.04(0.14) 000000M 0.05(0.18) 000000M 0.04(0.10) 000000M 0.04(0.15)
4 000000S 0.00(0.02) 000000S 0.01(0.04) 000000S 0.00(0.00) 000000S 0.00(0.02)
5 000001M 0.00(0.02) 000001M 0.00(0.01) 000001M 0.00(0.01) 000001M 0.00(0.02)
6 000001S 0.00(0.01) 000001S 0.00(0.01) 000011 0.01(0.07) 000001S 0.00(0.01)
7 000010M 0.00(0.02) 000010M 0.01(0.05) 000010M 0.00(0.01) 000010M 0.00(0.01)
8 000010S 0.00(0.01) 000010S 0.00(0.01) 00010X 0.00(0.00) 000010S 0.00(0.01)
9 000011 0.00(0.07) 000011 0.01(0.04) 00011X 0.04(0.08) 000011 0.01(0.07)
10 00010X 0.00(0.00) 00010X 0.03(0.02) 001000 0.00(0.00) 00010X 0.00(0.00)
11 00011X 0.11(0.09) 00011X 0.13(0.09) 00101X 0.00(0.00) 00011X 0.12(0.10)
12 00100X 0.00(0.00) 00100X 0.00(0.00) 00110X 0.00(0.00) 001000 0.00(0.00)
13 00101X 0.00(0.00) 00101X 0.00(0.00) 00111X 0.06(0.12) 00101X 0.00(0.00)
14 00110X 0.00(0.01) 00110X 0.01(0.02) 01000X 0.00(0.00) 00110X 0.00(0.01)
15 00111X 0.11(0.10) 00111X 0.10(0.06) 010111 0.01(0.00) 00111X 0.11(0.09)
16 0100XX 0.00(0.00) 01X00X 0.00(0.00) 011100 0.00(0.00) 010011 0.00(0.00)
17 01111X 0.16(0.10) 01001X 0.00(0.00) 01111X 0.15(0.11) 011X0X 0.00(0.01)
18 01011X 0.00(0.00) 01010X 0.00(0.00) 100000 0.00(0.00) 01011X 0.00(0.00)
19 011X 0.00(0.00) 01011X 0.01(0.00) 100111 0.02(0.00) 01101X 0.00(0.00)
20 01101X 0.00(0.00) 01101X 0.01(0.00) 101111 0.00(0.00) 01111X 0.17(0.10)
21 10001X 0.00(0.00) 01110X 0.01(0.01) 110111 0.03(0.01) 1000XX 0.00(0.00)
22 10011X 0.00(0.00) 01111X 0.18(0.08) 11111X 0.55(0.18) 111X1X 0.42(0.11)
23 11110X 0.00(0.00) 1000XX 0.00(0.00) 11110X 0.00(0.01)
24 10111X 0.00(0.00) 10X10X 0.00(0.00) 10111X 0.01(0.00)
25 11XX1X 0.45(0.12) 10011X 0.00(0.00) 11011X 0.00(0.00)
26 1X100X 0.00(0.00)
27 10101X 0.00(0.00)
28 10111X 0.02(0.01)
29 11000X 0.00(0.00)
30 11001X 0.00(0.00)
31 11010X 0.00(0.00)
32 11011X 0.03(0.01)
33 11101X 0.02(0.00)
34 11110X 0.01(0.01)
35 11111X 0.27(0.07)

aThe columns headed “desc” give a shorthand description of the dominant types of conformations that make up each macrostate. The notation
gives the hydrogen bond pattern, the characters “E” (extended), “L” (large), “M” (medium), and “S” (small) refer to different raRgesre).
The columns headed “Boltz(obs)” give the Boltzmann probabilities for finding each macrostate and the fraction of the total number of observed
conformations that were consistent with the macrostate definition.

a macrostate index. As previously described, the trajectories ardlifetime distributions for two macrostates: macrostate 1
then represented as time ordered lists of states. Then using eqg000000E), representing states with a large radius of gyration
4, 6, and 11, along with the selection cell reweighting scheme and no native hydrogen bonds; and macrostate number 15
to produce Boltzmann weighted macrostate populations, one can(00111X), representing states with three or four native hydrogens
compute correlation functions and lifetime distributions. bond formed near the turn of the hairpin. Macrostate 1 is a low
The first results of this process are shown in Table 3. There probability state in this scheme, and has a relatively long mean
is a high degree of consistency among the four macrostate|ifetime. Macrostate 15 is a high probability state (11%) and
classification schemes in terms of the nature of the most 55 g relatively short mean lifetime. The figure shows the
populated macrostates. Also shown in this table are the yistributions for each of these two macrostates computed with
Boltzmann probabilities for each macrostate and the fraction a4 different temporal resolutions correspondingidg= 10,

22;2.;:;?' .tnhumze:n;);r:ngévggfﬁ?ggglfrrﬁgofr;sctttrgt mife 50, 200 of our fundamental sampling period. For comparison,
! w inion. also shown on each histogram in this figure is the lifetime

two values are different is a reflection of the fact that the starting distribution that would be expected from a true Markov chain

conformations were not Boltzmann weighted. having the same mean lifetime as the observed data. The
Boltzmann weighted lifetime distributions for each macrostate . ng ! ) o
distribution for macrostate 1 is seen to have a qualitatively

and for each macrostate definition scheme were computed from it h han that of K hai his | I
the simulation data using a version of eq 11 that takes accountdifferent shape than that of a Markov chain. This is true at a
the bias introduced by the selection cell sampling procedure. three temporal resolutions. The distribution for macrostate 15,
We compared each of the observed distributions with ones thatOn the other hand, shows non-Markov characteristics at the
Would be produced by a Markov Cha|n hav|ng the same mean Shorter time Sca|eS but IS INn gOOd agreement W|th the MarkOV
lifetime. As described above, this Comparison was done at distribution at the |0nger time scale. Although to different
various temporal resolutions by using valueg @f eq 11 that degrees, for both macrostates the observed lifetime distributions
were different multiplespiag, Of the underlying sampling period ~ appear more like the Markov distributions at longer time scales.
of 0.25 ps. The differences are systematic. Compared with the Markovian
Representative lifetime results are shown in Figure 6, where distributions, the observed distributions always have enhanced
the GEOM macrostate definiton scheme was used. This showsprobabilities for very short and very long lifetimes. In general,
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Figure 6. Lifetime distributions observed for two macrostates using the GEOM macrostate definition scheme. The three histograms on the left
represent lifetime distributions for macrostate 1 (000000E) at three different temporal resolutions of (top.afy @02.5 ps; (middle, B) 5Qamp

or 12.5 ps; and (bottom, C) 28Qm, or 50 ps. The three histograms on the right (D, E, F) represent lifetime distributions for macrostate 15
(00111X) at the same three temporal resolutions. Shown on each histogram along with the observed (solid line) Boltzmann weighted distribution
is the distribution with the same mean lifetime that one would expect if the process were truly Markovian (dashed line).

these trends are seen for all macrostates and for each of the 4, i , i , , : 1.0
four macrostate definition schemes.

The trajectory data were also used to compute Boltzmann
weighted transition functions and matrices evaluated at discrete
times, namely multiples of the sampling periodtgfm,= 0.25
ps, from zero up to approximately 40Qn, or 100 ps. From
the transition functions computed at discrete lag times, one may ¢
construct transition matrices. For the hairpin analyses, a
particularly important feature of these transition matrices is that .
they are very nearly blocked into two submatrices, one of which
indicates transitions among macrostates with no hydrogen
bonding, and the other of which indicates transitons among
macrostates with at least one hydrogen bond. The small matrix
elements that connect these sets of states largely determine the
slowest mode of relaxation, which corresponds to transitions 6 h ) og ¥ —
from macrostates with no hydrogen bonds, to those with at least 0 20 40 60 8 1000 20 40 60 80 100
one. lag time (ps)

The real part of the eigenvalue spectrum of the transition Figure 7. Largest eigenvalues of the transition matrices that correspond

matrices, as a function of the time index of the associated to various amounts of temporal evolution. The eigenvalues for

transition matrix, is shown in Figure 7. If the evolution of the Macrostate definition scheme DSSPO.5 (A), DSSPL.5 (B), DAS.5 (C),
’ . ) and GEOM (D).

system could be described by a Markov process, these curves

would exhibit simple exponential decay. The fact that this is  There are several indications that the observed transition
not observed is another indication of non-Markovian behavior. matrices do not possess the properties one would expect of
The time scale for exponential relaxation for a Markov Markov transition matrices. Therefore, they should not be used
process implied by any particular eigenvalug,is given by as Markov transition matrices, especially to predict extremely
Trelax = —t/In w. This function of the largest eigenvalue less long time behavior. However, in Figure 9 we show the result
than unity for each of the observed transition matrices is shown of such a process, anyway. Here, we have taken a particular
in Figure 8. If the system could be described as a Markov chain, transition matrix, constructed from transition functions evaluated
this function would be constant, and clearly this is not the case. at a time oft = 200rsamp= 50 ps, and repeatedly applied it to
In the figure, two curves are shown for each macrostate “evolve” a state started with probability only in macrostate 1.
definition scheme. One curve (solid) was produced using the This is the macrostate with no native hydrogen bonds and a
trajectory data as generated. The other one (dashed) shows thiarge radius of gyration in all four of the macrostate definition
effect of including both the forward and time-reversed version schemes. The initial state was propagated by 400 applications
of each trajectory in the analysis. This procedure has the effectof the 50 ps matrix, implying an evolution of 20 ns. In each
of enforcingdetailed balance and results in all real eigenvalues case we see an early and rapid reduction of the population of
for all of the observed transition matrices. One can see from macrostate 1 (000000E), simultaneous with early and rapid
the figure that this procedure affects the time scales implied by growth in the populations first of macrostate 2 (000000L) then
the observed transition matrices by factors of as much as threeof macrostate 3 (000000M). This phase represents a rapid
Even more surprising, however, is the large difference in time collapse to what might be called a molten globule state. In the
scales implied by the use of different macrostate defintion DSSP0.5, DSSP1.5, and GEOM schemes, there appears to be
schemes. an early buildup of probability in 00011X states before

eigenval
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is a buildup of population in state 4 (000000S) that precedes
the formation of the fully folded state in this scheme. The DA5.5
scheme uses a very permissive criterion for hydrogen bond
formation where a native hydrogen bond is considered to be
formed if the donothydrogen-acceptor pair are close enough
that a water molecule probably cannot fit between them. In this
scheme, it appears that native states arise from a fully collapsed
state (000000S).

It is interesting that the folding process implied by the DA5.5
scheme seems to happen on a much longer time scale than that
implied by the other schemes, because one would expect a more
permissive hydrogen bond criteria to result in the appearance

50 | 5 1T iN of faster and earlier folding. We feel that this may actually point

2 to a problem with the other schemes. We believe that the more

050258 B9 70 ¢ 30 2 0 & 0 restrictive definitions of hydrogen bonding used in the other
lag time (ps) schemes results in the classification into the same macrostate

Figure 8. Times implied by largest eigenvalues of the observed of cgnformatlpr)g that are very d|SS|m|Iar.. For example, a
transition matrices for the hairpin corresponding to various amounts "estrictive definition could place conformations where all the
of temporal evolution for macrostate definition schemes DSSP0.5 (A), hative hydrogen bonds are unformed but close to being formed
DSSP1.5 (B), DA5.5 (C), and GEOM (D). For each macrostate into the same macrostate as conformations where all native
definition scheme, there are two curves. The solid line represents thehydrogen bonds are far from being formed. Then, evolution of
time scales predicted from using each trajectory once; the dashed lineyng system between microstates that are structurally nearly native
represents the same analysis using each trajettacg, once forward, results in the appearance of transitions between the manifolds
and once time-reversed. .
of states that are nearly native and those that have few or no

native hydrogen bonds. The result is the production of transition
matrix elements that imply artificially strong coupling between
= ] the macrostates and, thereby, unrealistically faster equilibration
and relaxation times in the system. A more permissive definition
04l ' ' B 1 of hydrogen bonding is less likely to lump into the same
02 lrmX macrostate these kinds of kinetically distinct microstate. Inap-
| At i propriate lumping of states is probably one cause of the non-

, ‘ : Markovian behavior, as well as the fact that the folding time
041 X C-5 scales we predict from our simulations are-2 orders of
02 magnitude faster than the /& observed in experiments.

Among the 287 trajectories sampled, many appeared to be
stuck in the same macrostate for very long periods of time. In
fact, if we restrict our attention to the longer trajectories of the
4 set (the 227 that were at least 475 ps), there were 17 trajectories
0 that were in a single macrostate at least 95% of the time

according taall four of the macrostate definition schemes. The
Figure 9. 20 ns evolution of the probability density implied by the  macrostates involved were always one of the three most
use of the observed transition matrix corresponding to a lag time 50 axtended states with no native hydrogen bonds. There were also

ps. The initial probability density corresponded to all population in ; : 0
state 1 (O0O0000E), the macrostate with no native hydrogen bonds andseveral examples of trajectories that spent greater than 95% of

a large radius of gyration. This has been done for each of the four the time in states with nearly a full complement of native

macrostate definition schemes: DSSPO0.5 (A), DSSP1.5 (B), DA5.5 hydrogen bonds, according to at least one of the macrostate
(C), and GEOM (D). In each panel, macrostate 1 (000000E), the definition schemes. In general, however, most trajectories
monotonically decaying curve, is represented by the dotted line, state explored a variety of macrostates. Because of their relatively
2 (000000L) is represented by the line of short dashes, state 3 short length, however, none was observed to evolve from fully

(000000M) is represented by the line of longer dashes, and the fully ; ;
folded state is represented by the darker solid line. The states :;(etfended states with no native hydrogen bonds to a fully folded

characterized as 00011X are represented by lines with X symbols [state

11 in schemes DSSP0.5 (A), DSSP1.5 (B) and GEOM (D)]. The states  The trajectories where the system appears to be stuck in the
characterized as 00111X are represented by lines with cross symbolssame macrostate can be very useful. For our kind of analysis to
[state 15 in schemes DSSPO.5 (A), DSSP1.5 (B) and GEOM (D)]. The \york, the macrostates should be defined in a way that partitions

states characterized as 01111X are represented by lines with circle ; ; P

symbols [state 17 in scheme DSSP0.5 (Ar;, state 22inyscheme DSSP1. hase space Into regl_ons_that are km.etlca”y homoger_\eous.
(B) and state 20 in scheme GEOM (D)]. State 4 (000000S) is observed ' Nerefore, if we see situations where, in some trajectories, a
to play a role in the GEOM scheme and is represented by lines with macrostate appears to have a short lifetime, and, in others it
triangle symbols. appears to have extremely long lifetimes, there has apparently
been an inappropriate lumping of conformations into the same
macrostate. This indicates that the macrostate should be divided
up into two or more smaller macrostates. Comparison of
conformations from trajectories that are stuck with those from
trajectories that are not can lead to the identification of new
phenomenology that should be taken into account to produce a
better macrostate definition scheme.

04 A

0.2

0.0

0.0

probability

0.0

04

0.2
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probability grows for states with more native hydrogen bonds.
This implies azipping process, starting from the turn region.

The behavior exhibited by the DA5.5 scheme is very different
in that formation of the fully folded states does not seem to
require a buildup of population in states with fewer numbers
of native hydrogen bonds. Though not visible in the figure, there
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a b

Figure 10. Selected conformations taken from trajectories in which the hairpin system stayed in the same macrostate for over 95% of the time.
Panel A shows a conformation with four “misregistered” non-native hydrogen bonds that may be stabilizing this structure as well as a strongly
associated ion. Panel B shows a conformation with three non-native hydrogen bonds, and with the terminal ends of the peptide splayed in a manner
that might inhibit evolution. The cylinder in this panel near the turn of the hairpin indicates a properly formed salt bridge. Panel C shows a
conformation with a non-native hydrogen bond near the turn. It is also splayed and has ions associated with residues near each of the termini. Panel
D shows a conformation where the turn is misformed, making it impossible to form native hydrogen bonds. The open “loop” structure is stabilized
by side-chain to backbone or inter-side chain contacts. Panel E shows a conformation where the C-terminal leg of the hairpin has folded back on
itself in a tight turn formed by Trp and Glu residues.

Figure 10 shows some conformations taken from stuck may be stabilizing this structure in a metastable conformation.
trajectories. Panel A shows a conformation with three well- The non-native bonds correspond to a misregistration of one
formed native hydrogen bonds; by most of the schemes this strand of the hairpin relative to the other. There is also a strongly
conformation would be considered to be in macrostate 000111.associated ion with this conformation that could be affecting
However, there are also four non-native hydrogen bonds thatthe temporal behavior. Panel B shows a similar conformation
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with three well-formed native hydrogen bonds, implying as-  The hairpin analysis used a novel macrostate space definition
signment to macrostate 000111, and three non-native hydrogerthat resolves not only the number, but the pattern of native
bonds. Additionally, the terminal ends of the peptide are splayed hydrogen bonds. We have tested four different criteria for
in a manner that might inhibit evolution of the conformation to hydrogen bonding. However, our analyses did not reveal
other macrostates. The cylinder in this panel near the turn of Markovian behavior regardless of the hydrogen bond definition
the hairpin indicates a properly formed salt bridge. Panel C used. There could be many reasons for this. First, it is possible
shows a conformation with three well-formed hydrogen bonds, that the replica exchange simulations on which this study were
with assignment to macrostate 000111, and a non-native based were insufficiently converged for us to deduce kinetics.
hydrogen bond near the turn. This conformation is also splayed The replica exchange simulations on the hairpin were relatively
and has ions associated with residues near each of the terminishort and all replicas were started from a folded state. The
Panel D shows a conformation where the turn is misformed, resulting conformations could therefore be biased toward folded
making it impossible to form native hydrogen bonds. The open and slightly unfolded states. Our ensemble of starting states
“loop” structure is stabilized by side-chain to backbone or inter- could therefore be missing conformations that are essential for
side chain contacts. Other features evident in this panel includecharacterizing the process of folding. This is a possible
Glu42 in contact with an ion (lower right), a persistent feature explanation for the absence of trajectories that cross from states
in the trajectory from which this configuration was taken. This with no native hydrogen bonds to states with at least one.
conformation was assigned to macrostate 000000M by all four  Second, our particular choices for the macrostate definitions
hydrogen bond definition schemes. Panel E shows a conforma-may have involved inappropriate lumping of kinetically disparate
tion where the C-terminal leg of the hairpin has folded back on states into the same macrostate. This has been discussed at length
itself in a tight turn formed by Trp and Glu residues. This turn  and it is clear how inappropriately lumped states can lead to
structure persists for the entire 500 ps of the trajectory, but doesthe appearance of artificially fast kinetics as well as non-
not appear to be stabilized by any specific hydrogen bonding, Markovian behavior. The examination of “stuck” trajectories
hydrophobic, or ionic interactions. This conformation was provides valuable guidance in the formulation of better mac-
assigned to macrostate 000000E by all four hydrogen bond rostates. It is clear from our examination of these trajectories
definition schemes. that states may have to be defined that reflect not only the
From these images one can infer the potential importance of presence of native hydrogen bonds, but the presence of non-
non-native hydrogen bond formation, native and non-native side natjve hydrogen bonds, properly formed and improperly formed
chain salt bridge formation, ion association, and conformations salt bridges, ion contacts, etc.
with splayed or twisted strands. We note that the work recently Third, in this demonstration of the method, we have per-

i 1 ' St .
reported by Wei et af; also suggests the importance of non-  ¢meq rather short trajectories (approximately 0.5 ns). Recent

native hydrogen bonds in the folding process. Order parametersexperimen@ on the dynamics of unfolded peptide chains have

used to construct macrostates to describe peptide folding rarelyprovided information on the end-to-end chain contact time as a

provide for these possibilities in the process. Therefore, when ¢, ~tion of chain length. These suggest that for peptides of the
these kinds of conformations arise, they are lumped in with those length of thes-hairpin it might be more appropriate to perform
that have very different temporal behavior. This seriously inetic simulations of at least-510 ns.

hinders any ability to understand the process in terms of Markov We believe that better macrostate definition schemes and
chains. However, it suggests that if these aspects of the process | d ith bett led starti tat d
are addressed by inclusion of new criteria in the macrostate analyses done with more, betier sampled starting states an

definitions, a Markov model of the process might be feasible. It?;?:\/rios;lmulatlons may show the emergence of Markovian

5. Conclusions and Discussion Because Markovian behavior is not strictly obeyed in our

We have employed a rigorously derived set of formulas for analysis, it is not appropriate to predict folding rates from the
the computation of transition probabilities from molecular transition matrices we have computed. However, we can make
dynamics data. The formulation uses Boltzmann weighted @ few qualitative statements about fv@airpin folding process.
conformations as starting states for kinetic simulations and takesBecause few of our trajectories showed a significant degree of
into account the need for enhanced sampling around parts ofCrossing between states with no native hydrogen bonds and those
phase space that might be involved in transition states throughWith at least one hydrogen bond, at the temperature of our study
the use of a reweighting scheme that restores the Boltzmann(310 K), there may be a large kinetic barrier between those two
weighting. An important aspect of the formulation is that no manifolds of states. This manifests itself in a transition matrix
prior assumption of Markovian behavior is assumed and so the that is nearly blocked, with small off-diagonal elements con-
degree to which the observations are Markovian can be assessefiecting the blocks. These small off-diagonal elements determine

in an unbiased way. the transfer of probability between these two manifolds and,
We have applied this formalism to two example systems, an thereby, the time scale for the formation of the native state.
alanine dipeptide in a vacuum and théhairpin from Protein It is notable that the time scales for folding implied by the

G in water. The alanine analysis used macrostates defined withvarious macrostate definition schemes (Figures 8 and 9) are
respect tap—1 torsion angles, with boundaries obtained from much faster than what is observed experimentally. We feel this
examination of the free energy surface. It exhibits Markovian should not be of much concern, because our analysis clearly
behavior on time scales longer than about 20 ps. The slowest  indicates that we have not observed behavior consistent with a
relaxation processes in this system appear to be on the order oMarkov process, which is a prerequisite for predicting long time
550 ps, but the exact values for these times may be affected bybehavior. There are many possible explanations for this. In
the periodic velocity reassignments that were used to mimic particular, slower processes would emerge with longer simula-
the effect of a solvent. Regardless, these results show that outtions, and it is not until we have observed the stability of
approach can be used to study the kinetics of conformational observables with respect to simulation time that we would feel
change in peptides, given sufficient sampling and adequate confident in predicting experimental folding rates. Longer and
macrostate definitions. more simulations would be needed, for example, to better
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characterize the transitions between the manifolds of states WithU él/i)lggéngg 36653'; Lazaridis, T.; Karplus, MProc. Natl. Acad. Sci.
and without hydrogen bonds. And, in agre_ement with th.e (12) Garcia,’ A. E.; Sanbonmatsu, K. Proteins2001, 42, 345.
concerns of Ferstt,the process of chara}cterlzmg thes.e transi- (13) Kolinski, A.; likowski, B.; Skolnick, JBiophys. 11999 77, 2942.
tions may reveal other modes of behavior and other important  (14) Honda, S.; Kobayashi, N.; Munekata, E.Mol. Biol. 200Q 295,
folding pathways. 269.

The mechanism of folding appears to depend on the criterion (15)4 Klimov, D. K.; Thirumalai, D.Proc. Natl. Acad. Sci. U.S.200Q
chosen fc_’r,t,he eX,IStence of a hydrogen bond. S,Ome hydrogen ’(16) Zhou, R.; Berne, B. J.; Germain, Rroc. Natl. Acad. Sci. U.S.A.
bond definitions imply that the pathway to folding from an 2001 98, 14931.
unfolded state involves the formation of a native hydrogen bond  (17) Zhou, R.; Berne, B. Proc. Natl. Acad. Sci. U.S.R002 99, 12777.
near the turn of the hairpin, followed by a rapid zipping process. ~ (18) Pande, V. SProc. Natl. Acad. Sci. U.S./2003 100, 3555.
In this view, the time for folding is largely determined by the Scflfgggo;cgg%?, D.; Amadei, A.; DiNola, A; Berendsen, H. Ptein
time it takes for the formation of the bond near the turn. Onthe  (20) Garcia, A. E.; Sanbonmatsu, K. Proteins2002 42, 345.
other hand, a different hydrogen bond definition implies that  (21) Wei, G.; Derreumaux, P.; Mousseau NChem. Phys2003 119,
the process involves a collapse, and that many hydrogen bond$493-

then seem to form almost simultaneously, perhaps with the 4282?025_”0\’\" C. D Nguyen, H.; Pande, V. S.; GruebeleNdiure2002

expulsion of water. Sensitivity of results with respect to  (23) Bolhuis, P. GProc. Natl. Acad. Sci. U.S.£003 100, 12129.
hydrogen bond definition may explain some of the diversity of  (24) Phillips, J.; Zheng, G.; Kumar, S.; Kale, Supercomputing 2002
B-hairpin folding mechanisms proposed in the literature. Proceedings2002; http://www.sc2002.org/paperpdfs/pap.pap277.pdf.

. . . (25) Makino, J.; Taiji, M.Scientific simulations with special-purpose
Work is ongoing to address the issue of better macrostateComputersmm Wiley and Sons: Chichester, U.K., 1998.

definitions, such as the formulation of an automated process (26) Shirts, M.; Pande, V. SScience200Q 290, 1903.

for order parameter selection and binning. We are looking for ~ (27) Shirts, M. R.; Pande, V. $hys. Re. Lett. 2001, 86, 4983.
alternative assessment schemes to measure the degree to which ggg Z?!,fﬂ?%ﬁ';’ﬁ;ﬁ Egmg ngg- ngp{xmlg-lzts&fogf-edu-
MarkOVIan behavior is Observe.d.’ such as .e.).(amlnatlon of Fhe (30) BlueGene project homg p%g.e. th)fp://WW\'/E.reseércﬁ:ibm.com/blue-
history dependence of the transition probabilities. We also wish gene/.

to address the effect of using different force fields, and the  (31) Allen, F.; et allBM Syst. J2001, 40, 310.

sensitivity of our results with respect to the number and length  (32) Fitch, B. G.; Germain, R. S.; Mendell, M.; Pitera, J. W.; Pitman,
of the dynamical simulatiori.We also need to be careful that 2/'5 ecsi’ks\iy\s(r";ugﬁgh ’AF'Q’ frlggll\gi’IDSiLS“ttr?l’)LllztédS\(l_‘,vg?ner;LYébgé \é\g"%g -G
our analysis is based on an ensemble of uncorrelated and truly ' (33) adiga, N.; et al Supercomputing 2002 Proceeding902 http://
Boltzmann weighted starting states, from replica exchange www.sc-2002.org/paperpdfs/pap.pap207.pdf.

simulations that have adequate sampling of phase space. (34) Fersht, A. RProc. Natl. Acad. Sci. U.S.R002 99, 14122.

: - - (35) In evaluating this expression, we adopt a convention where we
Properly applied, this approach has the potential to properly assume that if the trajectory had gone one time step longer, it would have

elucidate the kinetics of protein folding from multiple indepen- |eft the state it was in at the end of the simulation. Similarly, we assume
dent trajectories. This requires appropriate Boltzmann weighted that the state immediately before the first time step produced during the

coverage of phase space as well as high qualty energy <Ml & Gferentstate i et ot e fst e of i simultion
conserving trajectories. We are looking forward to the applica- ;. 'ross, w. s.; Simmerling, C. L. Darden, T. A.; Merz, K. M.; Stanton,

tion of these techniques to a variety of peptide and small protein R. V.; et al. AMBER 6, University of California, San Francisco. http:/
Systems_ www.amber.ucsf.edu
(37) Cornell, W. D.; Caldwell, J. W.; Kollman, P. Al. Chem. Phys.
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